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Introduction — EV parking + Edge computing
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Limited resources
= Resource allocation & utilization

e Motivate us to propose
o Scenario of smart EV parking lots + edge computing system

o Methods to achieve efficient resource allocation and fast service provisions



System Model

e 3-tier edge computing architecture in I[EEE 1935 standard

e 4 services included: SECC, Charging Space Detection, Charging Space Monitoring,
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System Model
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System Model
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System Model
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QoE Models

S ={SECC, CSD, CSM, VS}

Supply equipment communication controller (SECC)
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Main Problem Formulation

whether deploy service s requested by priority of corresponding
user u on compute node c (boolean) service type s QoE value

q
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Proposed Method
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P1: Request Prediction — Method & Simulation Result

Average request data in the past w time slots as the probability of the next time slot
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P2: Service Assignment Decision

Goal: Assign requests to appropriate compute nodes in advance for optimizing resource
efficiency and fast service provision based on

Original Estimated

vz, (8) = prior® xR ()[4 Q. 3L (8) = prior® x| P3(£)|N Qs .
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Estimated QoE Models

Exact RTT = Average RTT
Exact execution time = Average execution time

Original Estimated
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P2: Service Assignment Decision — Methods

Method 1: Maximum-chosen Algorithm

e Greedy based
® Choose the one with maximum estimated v value if required resources are available

Method 2: Collaborative Optimal Decision Search (CODS)

® Integer linear programming (ILP) based
e Formulate objective function and constraints into an ILP problem
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P2: Service Assignment Decision — Simulation Result
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CODS has the best performance.
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Conclusion

® Proposing a scenario combining EV parking lots and an edge computing system
e |EEE 1935 standard

® Formulate (estimated) QoE models for four frequently used services in EV parking

scenario

e Request prediction + Maximum-chosen / CODS method = Fast service provisions +

resource efficiency maximization
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Appendix — Parameters Settings

TABLE 1

PARAMETER SETTINGS.
Parameter Value Parameter | Value
prior.‘:-f'.(.-'('.-' 4;..'9 prior(.-'.‘:-f.? 2,9
prior® =M 2/9 prior” 1/9
probymeons | 0.01 tSECC 0 (ms)
rSECC 0.79 (corefuser) wSECC 366 (MB/user)
dISECC 86 (kbps/user) ulSECC 21 (kbpsfuser)
a3 0.9 tesn 52448 (ms)
TC5D 0.23 (corefuser) wCsD 430 (MB/user)
dicsp 2.1 (kbps/user) ulcsD 327 (kbps/user)
¥ 0.7 tCSM 768.2 (ms)
TCSM 0.17 (corefuser) wCsM 49.3 (MB/user)
dlcSM 2.9 (kbps/user) ul@sM 1.09 (Mbps/user)
o 57 tV's 0 (ms)
TVS 0.0033 (core/user) | wV's 14.1 (MB/user)
wlV' S 59 (kbps/user) Te 4 (cores)
We 32 (GB) ule 1 (Gbps)
dl,. 1 (Gbps) ul, 100 (Mbps)
dl, 100 (Mbps) w 6
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Appendix — Maximum Chosen Algorithm

Algorithm 1 Maximum-chosen Algorithm

I Input: P}, Vs S, YuelU

2. Output: Total value value and service deployment and
assignment decisions [)

3 Let value «+ 0

4 Initialize V = {v3 | = prior® x PS x Q3 | Vs € S,Ve €
CVuelU} '

5. Initialize D = {d: , =0 | ¥s e S,Vee C,Vu e U}

6 Initialize RC' = {rc, = {1.,w., dl.,ul.} | Ye e C}

7. Initialize RE = {re, = {dl,,ul,} | Yu € U}

8. while There exist non-zero value in set V do

9 Find maximum value v¥, , in set v

10: if CheckResourceEnough(s’, ', u’) then
11 value < value + v, ,

12: dz 1

13 for c € C' do

14: |

15: end for

16: else

17: '1-'?,_11, — 0

18: end if
19: end while

20: function CHECKRESOURCEENOUGH(S, ¢, 1)

21: if all value in (re. — {75, w%, ul*,dl*}) > 0 and all
value in (re, — {dl*,ul*}) > 0 then

22 re. +— re. — {75, ws, uls, dl=}

23 re, + re, — {dl*, uls}

24; return True

25 else

26: return False

27 end if
28 end function
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